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The Honorable John P. Murtha 
Chairman, Subcommittee on Defense 
Committee on Appropriations 
House of Representatives 

Dear Mr. Chairman 

On March 22, 1994, you requested that we review the status of computer 
upgrades at the Air Force’s Cheyenne Mountain Complex at Colorado 
Springs, Colorado. These upgrades, known collectively as the Cheyenne 
Mountain Upgrade (CMU) program, are intended to modernize the systems 
which are the nucleus of the worldwide Integrated Tactical Warning and 
Attack Assessment V/AA) system. Designed to identify and track 
potential enemy objects, these systems provide critical surveillance, air 
defense warning, and attack assessment information to United States and 
Canadian leaders. 

The CMU program has experienced a series of development problems since 
it began in 1981. This report, the eleventh that GAO has issued on the 
program since 1988, discusses (1) the current status of the cost and 
schedule for the CMU program, (2) the status of CMU subsystems 
development and performance, (3) the status of the integration of the 
systems, and (4) management issues affecting future CMU development. 
Our work was performed between April 1994 and July 1994 in accordance 
with generally accepted government auditing standards. Appendix I 
provides a detailed description of our objectives, scope, and methodology 
for the report 

Results in Brief After a series of delayed completion schedules and increased development 
cost estimates, the CMW program is 8 years behind schedule and 
$792 million over budget. The Air Force recently determined that the 
program will meet neither its currently scheduled completion date of 
December 1995 nor target development costs of $1.76 billion, Air Force 
officials now project that the completion date will slip by an additional 
3 years and that development costs will increase by at least $104 million. 
Both projections, GAO believes, may be understated. 

Initial versions of several CMU subsystems that the Air Force has declared 
operational are unreliable and do not meet users’ requirements. As a 
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result, those subsystems must be operated in parallel with the systems 
they are meant to replace. Concurrently operating the old Cheyenne 
Mountain systems costs the Air Force an additional $22 million annually. 

Moreover, significant incompatibilities among the CMU component 
subsystems have been identified that could prevent the overall CMU system 
from becoming fully functional. Further incompatibilities have been 
identified between CMU and the rest of the WV/AA system that could hinder 
integration of the worldwide ITW/AA system. In 1992, GAO reported that CMU 
would continue to face serious development and integration problems 
until the Air Force performs the analysis needed to define an overall CMU 
architecture. l Because the Air Force has not yet fully addressed this issue, 
integration problems continue to surface and will persist. 

The Air Force recognizes these problems and has already made some 
improvements to the CMU management structure to provide a more 
integrated approach. It is currently exploring further changes. 
Nevertheless, managing the complex schedule of developing, testing, 
deploying, and finally integrating the large number of independently 
developed CMU systems will pose formidable challenges. Continued close 
oversight of the program is warranted to ensure that the Air Force faces 
up to these challenges. 

Background The North American Aerospace Defense Command (NORAD) is responsible 
for warning United States and Canadian leaders of any missile, air, or 
space attack. This mission is supported by the ITW/AA system, which is 
designed to identify and track potential enemy objects. The ITW/AA system 
consists of a worldwide network of ballistic missile, atmospheric, and 
space warning systems; intelligence centers; associated communications 
links, and command and control centers. The computer and 
telecommunications hardware and software at the Cheyenne Mountain 
Complex, the command center for NORAD, form the nucleus of the ITW/AA 
system. Information from Cheyenne Mountain is provided to national 
command authorities primarily through the Air Force’s Space Command. 

In 1981, the Air Force began a modernization effort consisting of five 
separate acquisitions to replace aging and obsolete computer systems at 
the Cheyenne Mountain Complex. The five original subsystems under 
development for the Cheyenne Mountain Complex are (1) the 

‘Attack Warning: Lack of System Architecture Contributes to Major Development Problems 
(GAOLIMTEG92-52, dune 11,1992). 
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Communications System Segment Replacement (CSSR) to process and 
control most of the internal and external automated communications at 
the Cheyenne Mountain Complex, (2) the Survivable Communications 
Integration System (SCIS) to provide multiple survivable communications 
capabilities between missile warning sensors, command centers, and other 
users, (3) the Command Center Processing and Display System 
Replacement (CCPDSR) to process and display ballistic missile warning data 
received from sensors located throughout the world, (4) Granite Sentry to 
process and display data for use by all air defense, command post, battle 
staff, and weather support activities, and (5) the Space Defense Operations 
Center 4 (SPADOC 4) to process space defense and space surveillance data. 
A  sixth subsystem, the Alternate F’rocessing and Correlation Center (APCC) 
at Offutt Air Force Base in Nebraska, was added in 1989. The AFCC will 
provide backup missile warning and air defense information should the 
systems at the Cheyenne Mountain Complex fail. 

From 1988 to 1992, we issued 10 reports addressing a variety of aspects of 
the CMU program, including assessments of individual CMU subsystems as 
well as overall reviews of the CMU program. In general, the reports 
discussed development problems being experienced on subsystem 
projects and ways to preclude more such problems arising in the future. In 
1992, we reported that the Air Force was continuing to develop CMU 
subsystems as five separate systems and that it lacked an overall CMU 
architecture, thus increasing the risks that the CMW would not meet 
systems requirements, operate as an integrated unit, or be capable of 
evolving to meet the needs of new missions in the future. We also noted 
that because of cost and schedule overruns, the Air Force had deferred 
some CMU requirements, leaving the system with less capability than 
originally planned. A  list of our previous reports on the CMU program 
appears at the end of this report. 

The CMU Program  
Continues To 
Experience Cost 
Increases and 
Schedule Delays 

The five original acquisition programs for the Cheyenne Mountain 
Complex were initially scheduled for completion in 1987 at a cost of 
$968 million. In 1989, we reported that the program was 7 years behind 
schedule and already $342 million over budget. We attributed these 
problems to a cumbersome and diffuse management structure.2 The Air 
Force responded by combining the five original subsystems and the APCC 
backup subsystem into a single CMU program, and committing to 
completion by December 1995 at a cost of $1.58 billion. However, we 

2Attack Warning: Better Management Required to Resolve NORAD Integration Deficiencies 
(GAO/IMTFGS9-26, July 7, 1989). 
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reported in 1991 that this cost estimate did not include funding for all 
requirements, and we estimated that costs for completing a fully 
functional, mission-ready system would surpass $1.9 biUion.3 

The Air Force recently determined that it will not meet either its 
December 1995 schedule milestone or its last approved $1.76 billion cost 
estimate. The Air Force states that it has been unable to meet its cost and 
schedule milestones because it underestimated the complexities of 
delivering and integrating systems to support three parallel warning 
missions4 and the difficulty and cost of subsystem, mission, and 
integration testing. Air Force officials now project that CMU will be 
complete in December 1998 but that costs can only be estimated to exceed 
$1.864 billion, since they concede that additional unidentified integration 
problems are likely to occur. As discussed below, we believe even these 
cost estimates are understated. 

Major CMU Although the Air Force committed CMU development to completion by 

Subsystems Still Need 
December 1995, significant work remains to be done on some of its 
subsystems. Air Force operation and certification testig has revealed that 

Significavlt these subsystems do not meet user requirements. Additionally, the costs 

Development Work for this work are being understated because the Air Force has commingled 
the costs of some development activities with costs related to other 
systems. 

The Air Force Has Placed 
Some Subsystems in Use 
Prematurely 

The CMU subsystems are in various stages of development, test, and 
operations. SCIS is the only subsystem still completely in development; 
initial operational test and evaluation is scheduled to begin at 20 sensor 
sites in September 1994. CCPDS-R has been installed at Cheyenne Mountain, 
is being tested and monitored, but is not yet operational. Portions of CssR 
and SPADOC 4 are operational, other parts are stiLl being tested. Phase III of 
Granite Sentry is operational; the subsequent phase is under development. 
Construction of the WCC, the backup correlation center, is complete. The 
APCC missiIe warning functions are being tested and evaluated. 

The Air Force recently declared three of these subsystems (CsSR, CCPDSR, 
and SPADOC 4) to have reached initial operational capability (IOC). However, 
tests conducted by the Air Force Operational Test and Evaluation Center 

3Attack Warning Costs to Modernize NORAD’s Computer System Significantly Undemtated 
(GAO/IMTEG91-23, April 10,199l). 

?he three missions are to warn against ballistic missile, space, and atmospheric (bomber) attacks. 
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found that none of the three subsystems met users’ requirements. For 
example, the CSSR subsystem, which must relay critical attack and warning 
messages to other CMU subsystems, took too long to do this in many cases 
and sometimes failed to relay messages altogether. Additionally, further 
independent testing by U.S. Space Command found that only one of the 
three subsystems (SPADOC 4) met Air Force standards for accuracy, 
reliability, and timeliness. Passing these tests is essential before the new 
CMU subsystems can be made operational and the old computer systems 
removed. Until then, continuing to operate the old systems in conjunction 
with the new, costs the Air Force $22 million annually. 

Development Costs Are 
Understated 

Because the Air Force is paying for some CMU subsystem development 
work with funds designated for operations and maintenance, the cost of 
developing the CMU is being understated. While a system is officially in its 
development phase, any necessary fixes or changes are to be paid for 
using money set aside specifically for development. However, once a 
system is placed in regular use, any fixes, changes, or deferred 
enhancements are to be paid for using operations and maintenance funds. 
At the Cheyenne Mountain Complex, operations and maintenance funds 
are designated for maintaining the old ITWIAA systems as well as the new 
CMU subsystems that are being used with them. As a result, the costs for 
the substantial amount of development, work that remains to be done on 
these CMU subsystems are being commingled with ITWIAA costs and are 
being paid from operations and maintenance funds. For example, in 
April 1994, the Air Force identified 34 changes essential for the 
independent operation of the SPADOC 4 subsystem that would be paid for 
with operations and maintenance funds. 

The Air Force was not able to provide an estimate of the associated 
development costs that are being paid for with operations and 
maintenance funds because they do not specifically track how much of 
their operations and maintenance funds are being used for CMU 
development activities. 

Integration Problems During testing of the complete missile warning function, the Air Force 

Remain Unresolved 
identified significant incompatibilities among CMU'S component 
subsystems, which could prevent the complete CMU system from 
functioning properly. Further incompatibilities have been identified 
between CMU and other, already deployed ITWAA systems that could hinder 
integration of the worldwide ITW/AA system. While parts of the system 

1 

p 
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might perform their functions successfully, the parts might fail to work 
together properly, causing warning data to be lost or inaccurately 
transmitted to decisionmakers. 

We reported on CMU integration problems as early as 1988 and, in a later 
report, recommended that the Air Force develop an overall system 
architecture. Such an architecture would have specified how subsystems 
interact and could have been used by developers as a common reference 
point to ensure interoperability among subsystems. W ithout it, we 
projected that the program would continue to face integration and 
development problems that were continuing to surface at that time.5 

As of April 1994, the Air Force unit responsible for ITWIAA integration had 
idenmed (1) eight unresolved compatibility problems with major impact 
to cost, schedule, and performance, (2) four compatibility problems that 
have been resolved, but for which the final cost and schedule impacts have 
not yet been determined, and (3) 144 potential integration problems that 
will require more analysis. The Air Force acknowledges that these 144 
items may result in additional significant problems being identified. 

One example of a serious incompatibility among CMU subsystems involves 
the transmittal of data between SPADOC 4 and CSSR. The space surveillance 
data generated by SPADOC 4 must go through the CSSR communications 
system for distribution to ITWLU system users. SPADOC 4 needs to transmit 
data at 30 frames per second; however, CZ%R can process only 3 frames per 
second. During tests, this incompatibility has resulted in data either being 
lost or taking an unacceptably long time to be transmitted. The Air Force 
anticipates that the solution to this problem will require an upgrade to the 
CSSR computers and disks that will not be fully implemented until 1996.6 

Also, the Air Force has identified compatibility problems between CMU 
subsystems and the already deployed systems and sensor sites that 
constitute the remainder of the ITWM system. For example, each sensor 
site independently sends a message to the Cheyenne Mountain Complex 
when it identifies a potential threat. When more than one sensor identifies 

5Attack Wamingx NORAD’s Communications System Segment Replacement Program Should Be 
Reassessed (GAO/IMTEC4?9-1, November 30,19#) and Attack Warning: Lack of System Architecture 
Contributes to Major Development Problems (GAO/IMTEE 

6Thi.s problem was first reported by us in Attack Warning: NORAD’s Communications System Segment 
Replacement Program Should Be Reassessed (GAO/UvlTEC$S-1, November 30,198&J). At that time we 
Jthat being sized to process different amounts of data, and 
we concluded that these inconsistent design parameters could adversely affect communications 
among CMU subsystems. 
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a threat, more than one message is sent to CMU. This serves to increase 
confidence in the veracity of the threat. However, under certain 
circunwtances the SPADOC 4 and CCPDSR subsystems may interpret multiple 
incoming messages as being extraneous duplicates and discard all but one, 
thus losing important information. Other integration problems exist as 
well, and, in general, the Air Force recognizes that it has underestimated 
the difficulty of integrating CMU with existing ITW/AA systems. 

Air Force Has Made Two significant management improvements have occurred in the CMU 

Improvements in 
program since we concluded our previous reviews. In 1989, we reported 
that the acquisition effort for ITWIAA systems was characterized by a 

Program  Management cumbersome structure, divided responsibility, poor management 
continuity, and deferred problem resolution7 These problems contributed 
to the delivery of subsystems that did not meet specifications and could 
not be effectively integrated without additional, costly changes. Four years 
later, in 1993, the Air Force began taking steps to address these problems. 

The first improvement is that the Air Force is no longer developing the CMU 
program as individual subsystems. Instead, the program is now managed 
in four blocks that correspond to the system’s major missions: two for 
missile warning, one for air warning, and one for space surveillance. The 
block concept focuses on ensuring that all of the subsystems within each 
block can work together effectively to warn, for example, of a missile 
launch. This increases the possibility that development, testing, and 
management will be better coordinated throughout the life cycles of the 
subsystems. 

Second, the Air Force has made the CMU program director responsible for 
CMLJ during its acquisition and development phases as well as during the 
subsequent operations and maintenance phases. Having one manager 
responsible across all phases of the system’s life cycle will likely improve 
the coordination and cooperation among the many offices involved in 
development, testing, and maintenance. 

Further Program 
Management Changes Are 
Being Considered 

In response to the recent determination that CMU will not meet its 
approved costs and scheduled milestones, the Assistant Secretary of the 
Air Force for Acquisition chartered a task force of Air Force personnel, 
known as the Red Team, to review the current CMU program approach. The 

‘Attack Warning: Better Management Required to Resolve NOR&D Integration Deficiencies 
(GAO/IMTEC&%26, July 7, 1989). 
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Red Team reviewed CMU requirements, operations, testing, contractor 
performance, configuration management, and integration. They then made 
specific recommendations to improve these activities. Subsequently, the 
Air Force developed a revised CMU management plan that would 
consolidate the implementation of fixes and enhancements to CMU 
subsystems and extend the milestones for integration and testig of the 
overall CMU system through December 1998. 

The revised CMU management plan defmes a core program of basic 
capabilities to be achieved in November 1995. After that, three additional 
phases are planned through December 1998. Each phase includes a single 
annual delivery of hardware and software for CMU subsystems as well as 
testing of both individual subsystems and the integrated “blocks” of 
subsystems that correspond to warning missions. The last phase includes 
a test of the end-to-end CMU system, which, if successful, will signal the 
completion of the program and the old systems will be decommissioned. 
At that point, additional development work is to be undertaken on an 
incremental, “evolutionary” basis, through a single annual software and 
hardware upgrade based on priorities set by the users. 

GAO Observations As CMU development enters its 13th year, schedules continue to slip and 
costs continue to rise. Serious subsystem development and integration 
problems continue to slow CMU deployment. The continuing absence of an 
overall architecture that fuly describes system and subsystem 
requirements, which we reported on previously, increases the risks that 
CMU will not meet original systems requirements nor be capable of 
evolving to meet the needs of new missions in the future. 

The Air Force has already taken some steps to improve program 
management and is now working on a revised management plan that will 
provide more time for testing and integration of CMU subsystems. The new 
plan will require additional funding and a further delay, now projected by 
the Air Force to be at least $104 million and 3 years. We wiIl evaluate these 
changes in future work and assess the likelihood that they will effectively 
address CMU'S many complex problems. 

As requested, we did not obtain comments on a draft of this report from 
the Department of Defense. However, we discussed the information 
contained in it with Defense officials, including the Vice Commander, Air 
Force Space Command; the Commander, Cheyenne Mountain Complex; 
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the System Program Director, Electronic Systems Center; and the Office of 
the Secretary of Defense (Acquisition) at the Pentagon. These officials 
generally concurred with the facts presented. 

We are providing copies of this report to the Secretary of Defense; the 
Secretary of the Air Force; the Director, Office of Management and 
Budget; and other interested parties. We will also make copies available t.o 
others upon request. 

This work was conducted under the direction of David 0. NelIemann, 
Director for Information Resources Management/National Security and 
International Affairs, who can be reached at (202) 5126240. Other major 
contributors are Iisted in appendix II. 

Sincerely yours, 

Gene L. Dodaro 
Assistant Comptroller General 
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Appendix I 

Objectives, Scope, and Methodology 

On March 22,1994, the Chairman, Subcommittee on Defense, House I 
Appropriations Committee, requested that GAO ascertain the status of the 
computer upgrades at Cheyenne Mountain. We agreed to examine (1) the 
current status of the cost and schedule for the CMU program, (2) the status 
and results of developmental and operational testing of CMU subsystems, 
(3) the status of the integration of the systems, and (4) management issues 
affecting future CMU development. 

We performed work at Air Force Space Command, US. Space Command, ! 
the Air Force Operational Test and Evaluation Center, the Space Warning 
and Systems Center, the Site Activation Team of the Electronic Systems 
Center, and Air Force Materiel Command’s Detachment 25 at Peterson Air 1 
Force Base in Colorado Springs, Colorado. We also interviewed officials at 
the Electronic Systems Center at Hanscom Air Force Base in Bedford, 
Massachusetts. 

As the basis for this work, we obtained mission status briefings from the 
six U.S. Air Force Space Command subsystem leads, as well as briefings 
from six other Air Force and U.S. Space Command organizations involved I 
in the development, test, evaluation, and maintenance of CMU. We reviewed \ 
and analyzed test result reports, budget documents, and subsystem 
position papers. We obtained briefings and additional information from 
the Red Team assigned by the Assistant Secretary for Acquisition to 
develop ways to mitigate mu’s projected cost and schedule increases. We ! 
also met with officials at Air Force and Department of Defense 
headquarters at the Pentagon. 

1 

We discussed the information in this report with appropriate Defense 
program officials, including the Vice Commander, Air Force Space 
Command; the Commander, Cheyenne Mountain Complex; the System 
Program Director, Electronic Systems Center; and the Office of the 
Secretary of Defense (Acquisition) at the Pentagon. 
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Appendix II 

Major Contributors to This Report 

Accounting and 
Information 

John A. de Ferrari, Assistant Director 
Keith A. Rhodes, Technical Assistant Director 
David A. Powner, Evaluator-in-Charge 

Management Division, Elizabeth L. Johnston, Assignment Manager 

Washington, D.C. 

Denver Regional 
Office 

Jamelyn A. Smith, Regional Assignment Manager 
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Related GAO Products 
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Granite Sentry (GAOIIMTEC-CZAR, September 21,1992). 

Attack Warning: Status of the Survivable Communications Integration 
System (GAO~C-~YWBR, July 9, 1992). 

Attack Warning: Lack of System Architecture Contributes to Major 
Development Problems (GAOAMTEC-~2, June 11, 1992). 

Computer Technology: Air Attack Warning System Cannot Process All I 
Radar Track Data (GAOIIMTEC-91-15, May 13, 1991). 

Attack Warning: Costs to Modernize NOW'S Computer System 
Significantly Understated (GAOmTEG91-23, April IO, 1991). I 

Defense Acquisition: Air Force Prematurely Recommends ADP 
Acquisitions (GAO~ITEX-90-7, March 29, 1990). 

Attack Warning: Defense Acquisition Board Should Address NORAD'S 
Computer Deficiencies (GAO/IMTIX-~%~~, September 13,1989). 

Attack Warning: Better Management Required to Resolve NOR&D 
b&egration Deficiencies (GAOfiMTECBS-26, July 7, 1989). 

Space Defense: Management and Technical Problems Delay Operations 
Center Acauisition IGAOIIMTEC-WS. Atwil20.1989). 

Attack Warning: NORAD'S Communications System Segment Replacement 
Program Should Be Reassessed (GAO/IMTECS~-1, November 30,1988). 
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